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ABSTRACT
Improving surgical training has the potential to reduce medical
errors and consequently to save many lives. We briefly present
our efforts to improve this training for robot-assisted surgery. In
particular, we explore how data collected from expert demonstra-
tions can enhance the training efficiency for novices. Thus far, our
results show that combining hand-over-hand training based on
experts’ motion data with trial and error training can improve the
training outcomes in robotic and conventional laparoscopic surgery
settings. We briefly describe our current efforts for exploring how
gaze-based training methods, based on experts’ eye gaze data, can
improve the training outcomes as well.
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1 INTRODUCTION
Medical errors are the third cause of death in the United States
right after cancer and heart diseases and well before stroke and
car accidents. According to [13], approximately 250,000 people die
every year because of medical errors in the United States only.
Recent regulations in medical facilities, however, limit the amount
of working time available for medical residents, leaving very little
time for them to practice their clinical skills [16]. Furthermore, the
traditional method of teaching surgery - ”See one, Do One, Teach
One” - is clearly out of date. In addition to the limited training
time and the need for more efficient training methods, other factors
contribute to medical errors. For example, the high cognitive load
of the surgeons, as well as fatigue, can affect their performance,
leading to medical errors [26][8][20]. Thus improving surgeons’
training could have a significant societal impact.
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Our research targets surgeons’ training for robot-assisted surgery.
We hypothesize that eye gaze data in addition to motion and kine-
matic data collected from expert demonstrations can improve the
training efficiency for surgical residents in robot-assisted surgeries.
Thus, our research has the following objectives: (i) To explore the
potential benefits of the collected data in facilitating the acquisition
of surgical skills; (ii) To investigate the implications of these bene-
fits on the design of surgeon-robot interfaces; and (iii) To develop
new training algorithms, based on recorded training and surgery
data to allow experienced mentors to remotely transfer their skills
to their trainees.

2 RELATEDWORK
2.1 Training in Robotic Surgery
Several modalities and interfaces have been proposed for robot-
assisted surgical training. Visual interfaces have been extensively
explored, mostly in the form of virtual reality simulators [15] [19]
such as the Robotics Surgical Simulator (ROSS) [17] and the dV-
Trainer [7]. The combination of visual and auditory interfaces has
also been tested for surgical training in a knot tying task as in [3].
Haptic interfaces that guide the trainees’ hands have also been
explored in different ways as in [18], [9] and [5].

2.2 Eye Gaze for Surgical Training
Gaze-based training techniques have been tested in surgical train-
ing [14]. This line of research is motivated by the success of these
techniques in sports training as in basketball [25], soccer [27] and
golf [24]. For example, Causer et al. [4] propose the use of a tech-
nique called quiet eye training in a one-handed knot tying task in
open surgery setting. Quiet eye refers to the final fixation period
before starting the actual movement to perform the task. Because
expert surgeons tend to have longer fixation periods before moving
their hands, the main idea is to train novice surgeons to follow
the same strategy. Vine et al. [23] present software that is used to
guide novice surgeons during their training by showing the gaze
of experts which the trainees should follow.

3 WORK ACCOMPLISHED
To achieve the above goals, we developed a system to collect and
play backmotion and video data from the da Vinci surgical robot [6],
which is by far the most widely used surgical robotics system world-
wide with an installed base of over 5,000 robots. The da Vinci system
is a master-slave system where the master contains the surgeon’s
console which in turn contains a display system, a user interface,
two Master Tool Manipulators (MTMs), and four foot-pedals. The
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slave part of the system is called the patient-side cart which has
four patient-side manipulators (PSMs), three of which can be used
for teleoperation of surgical tools and the fourth arm holds the
endoscopic camera of the da Vinci robot. The surgeon can then
control the PSMs at the patient-side cart using the MTMs at the
surgeon’s console.

The developed system consisted of twomain components: record-
ing and playback. In the recording component, the joint angles of
both the MTMs and PSMs were acquired. Forward kinematics was
then used to derive the end effector’s positions and orientations of
all theMTMs and PSMs. Furthermore, the recording component was
used to acquire the stereovision feed from the endoscopic camera
and synchronize it with the collected motion data. This component
was activated when an expert performed a surgical training task.
In the playback component, the PSMs or MTMs were automatically
moved based on the recorded motion data. This was done using
the da Vinci Research Kit (dVRK) [11] and Robot Operating System
(ROS). Moreover, the recorded videos were also played back in syn-
chronization with the motion data. This component was activated
during the training process.

We used the collected data for (i) robot-assisted surgery training;
and (ii) standard laparoscopic surgery training. For the former,
we played back the recorded motion data of the MTM and asked
trainees to hold it passively while it was moving. The recorded
videos were played back on the surgical console. For the latter, we
played back the motion data of the PSM and we added a handle to
it to make it easy for trainees to hold it. The recorded videos were
played back on a computer monitor in front of the trainees.

We conducted two user studies (N = 21 for each) to evaluate
the effectiveness of the proposed system and training approach
for standard laparoscopic and robotic surgery settings. In these
user studies, we compared three training approaches: discovery
training (i.e., trial and error training), hand-over-hand training (i.e.,
holding the robot arm passively while it played back the recorded
motion of an expert) and a combination of the two. For each study,
participants were divided into three groups, one for each training
approach. We measured the baseline performance of the trainees
before training and we measured it again after training in retention
and transfer tests based on completion time, number of committed
errors and the multiplication of the completion time and errors. For
the surgical robotics training study, the retention and transfer tests
were carried out on the da Vinci robot. For the standard laparo-
scopic surgery training study, the two tests were conducted using
a standard laparoscopic surgery tool and a training box.

The results of the two user studies show three main findings.
First, combining discovery training with hand-over-hand training
leads to higher accuracy (as measured by the number of commit-
ted errors) than using any of the two training approaches alone.
Second, this combined training approach enables trainees to bal-
ance their performance speed and accuracy in a much better and
statistically significant way (as measured by the multiplication of
completion time and number of committed errors) than any of the
two approaches alone. Third, our results show for the first time that
training on a surgical robotics platform leads to statistically signifi-
cant improvements of the performance of trainees when tested on
a standard laparoscopic (non-robotic) surgery setting. The detailed
description of the user studies and results can be found in [1].

4 ONGOING AND REMAININGWORK
Our next step is adding gaze tracking to our training system and
collecting data from both expert and novice surgeons. We will use
the eye gaze tracker in [12, 21] to test the feasibility of using several
training techniques from the literature that use eye gaze such as
quiet eye training [4]. We updated our recording and play back
system to acquire raw eye gaze data in synchronization with all the
data the system can collect. We can now overlay the estimated gaze
positions on the collected videos using our system. Moreover, we
designed new versions of this gaze tracker’s hardware that are com-
patible with newer models of the da Vinci system. Furthermore, we
are currently working on improving the gaze estimation accuracy
of this tracker. The best binocular accuracy we achieved so far is
1.32◦ ± 0.55◦. We are also exploring the use of machine learning
methods to facilitate the tracker’s calibration process.

Besides, we are currently exploring the quiet eye phenomenon
in multiple surgical specialties. In particular, we are exploring this
phenomenon in an eye gaze tracking data set for sinus surgery,
which was used in [2]. We will also work with our clinical collabo-
rators to explore this phenomenon in urology. This work will help
define candidate tasks to apply quiet eye in surgical training.

In addition, we have the Institutional Board Ethics approval
to deploy our data collection system at the Vancouver General
Hospital and the surgical robotics training facility at our university
to collect motion and eye gaze data during surgeries as well as
during residents’ surgical training sessions. The collected data will
be used with machine learning algorithms to find the important
features that distinguish experts and novices. This will be the basis
for developing novel training methods that will focus on these
features to improve the training efficiency.

We are going to conduct user studies with novices to evaluate
the effectiveness of the proposed training methods. For evaluation,
we will use general performance metrics such as accuracy and
completion time. We also plan to use task-specific performance
metrics (e.g., the knot tying assessment criteria proposed in [22]).
We will also test the robustness of these training methods to high
levels of pressure and anxiety.

Methodologically, we will use techniques such as HiddenMarkov
models (HMM) and Gaussian Mixture Model (GMM) and results
from motor skill learning literature to improve our training frame-
work. HMM and GMM will be used to find general patterns and
relations between several demonstrations of different surgeons car-
rying out the same task. This will help us understand the underlying
principles of surgical skills. We will also use established motor skill
learning models such as Fitts and Posner’s model [10] to design the
steps of our training procedures to facilitate the acquisition of the
motor skills. We will also build upon our previous work on explor-
ing additional benefits of the data collected from robotic surgeries
in standard laparoscopic ones.
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